**Performance of Large Language Models on Dental Board and Academic Examinations: Updated Narrative Review**

### abstract

Large Language Models (LLMs) are transforming dental education and practice by supporting clinical decision-making, administrative automation, and academic assessments. This review synthesizes 12 studies (May 2024–June 2025) evaluating LLMs, including ChatGPT, Gemini, and Claude, on dental board and academic examinations using a modified Population, Intervention, Comparison, Outcome (PICO) framework to assess accuracy, reliability, comprehensiveness, and reasoning quality. A narrative review of the literature was conducted, identifying relevant articles from PubMed, Scopus, Google Scholar, and arXiv. Twelve studies were selected for inclusion based on their relevance to the topic. LLMs achieved acceptable accuracy on multiple-choice questions, often surpassing human benchmarks, though performance varied by model, question type, and language. They excel in factual recall and exam preparation, particularly in resource-limited settings, but struggle with clinical reasoning and text-based formats. LLMs show significant potential for enhancing dental education, especially in standardized assessments, but require standardized evaluation frameworks, diverse question formats, and ethical guidelines to address limitations in practical and visual applications for effective integration into dental curricula.
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**Introduction:**

Large Language Models (LLMs) are advanced artificial intelligence algorithms adept at processing and generating human-like text. These models are trained on vast datasets, allowing them to perform a variety of natural language processing tasks, which include summarization, question-answering, and applications involving logical reasoning and contextual understanding (1, 2).

In recent years, the application of LLMs in dentistry has garnered attention for their potential to enhance various facets of dental practice, including diagnosis, treatment planning, patient management, and education (3, 4).

One key area where LLMs are applied in dentistry is in clinical decision support. Generative AI models, such as ChatGPT, can assist dental practitioners in developing preliminary assessment protocols and management plans, particularly when clinical information is sparse or ambiguous. However, concerns about the "hallucinations" phenomenon, where LLMs may provide inaccurate or misleading information, necessitate cautious integration into clinical workflows (5, 6). Researchers have noted that these models can significantly improve diagnosis rates and enhance patient education by providing tailored information (7, 8).

Additionally, LLMs can automate administrative tasks like appointment scheduling and follow-up communications, enhancing practice efficiency and allowing dental professionals to focus more on patient care (6, 9). LLMs also contribute to educational strategies within dentistry. They can generate quizzes, summaries, and practice questions aligned with dental curricula, supporting medical students and residents in their learning (7, 10). Additionally, the potential for multilingual communication enabled by LLMs opens avenues for global outreach in dental health training programs (7).

The integration of LLMs in dentistry is not without challenges. Issues related to data privacy, quality of the generated content, and the need for continuous oversight to mitigate bias and ensure reliable information dissemination are pressing concerns (6, 11). Establishing ethical frameworks is essential to guide the deployment of these technologies in clinical settings, maximizing benefits while minimizing risks (11, 12).

The performance of LLMs on dental board and academic examinations has become a key research focus, underscoring their potential in medical education and licensure assessments. Studies have systematically evaluated the accuracy and capabilities of popular LLMs—such as ChatGPT (including ChatGPT-3.5 and ChatGPT-40) and Google Bard—in the context of medical exams, including dental licensure tests (13). These advancements highlight significant opportunities for innovation in medical education.

However, while these findings are promising, researchers emphasize the need for further exploration into the integration of LLMs into formal educational settings. The current literature calls for standardized evaluation frameworks to ensure LLM responses are reliable, reproducible, and clinically relevant (14, 15). Given the rapid advancements in artificial intelligence and machine learning, ongoing assessments are crucial to gauge the effectiveness of these tools in real-world academic and clinical scenarios. This review synthesizes recent evidence on the performance of LLMs on dental board and academic examinations, while addressing gaps in validation and their potential role in shaping future dental education.

**Materials and Methods:**

This study, designed as a narrative review, evaluated the performance of LLMs on dental board and academic examinations. A mixed-methods approach combined quantitative metrics—accuracy, reliability, and comprehensiveness—with qualitative assessments of reasoning and response quality to examine LLMs in the context of dental education and certification. The methodology was designed to elucidate how LLMs managed specialized knowledge and clinical reasoning in dentistry, updating findings from a prior systematic review whose database search was completed on May 1, 2024, by incorporating new evidence published since that date (16).

Data sources consisted of compiled studies, including peer-reviewed articles and preprints, on LLM performance in medical or dental contexts. These were sourced from PubMed, Scopus, Google Scholar, and arXiv. Preprints were included to capture recent advancements in AI applications for dentistry, with their non-peer-reviewed status noted for transparency. Studies were selected based on specific inclusion and exclusion criteria to ensure relevance.

Two independent reviewers evaluated the titles, abstracts, and study designs of all identified articles. To minimize bias, reviewers conducted their assessments independently, unaware of each other’s decisions, ensuring objective evaluations. When disagreements occurred regarding the inclusion or exclusion of an article, reviewers discussed the points of contention and reached a consensus based on the study’s inclusion criteria. This process ensured the accuracy and integrity of the study selection.

The search strategy comprised a literature review using targeted keywords and Boolean operators: ("large language model" OR "LLM" OR "artificial intelligence" OR "AI" OR "ChatGPT" OR "GPT-4" OR "GPT-4o" OR "Gemini" OR "Claude") AND ("dental board" OR "dental examination" OR " dental license” OR "dental education" OR "academic assessment") AND ("performance" OR "accuracy" OR "evaluation"). The search was limited to English-language publications from May 2024 to June 2025, with the English-only restriction and selected databases chosen for practicality but potentially limiting the scope of findings. Manual searches of reference lists from key articles supplemented the electronic search to enhance coverage. (Figure 1).

Studies were selected based on their relevance to evaluating LLMs (e.g., ChatGPT-40, Gemini, Claude) on dental board examinations (e.g., NBDE, INBDE) or academic dental assessments. Inclusion criteria required that studies: (1) evaluate LLMs (e.g., ChatGPT-40, Gemini, Claude) on dental board examinations (e.g., NBDE, INBDE) or academic dental assessments; (2) report quantitative metrics (accuracy, reliability, or comprehensiveness) or qualitative insights (e.g., reasoning quality or response limitations); (3) be published between May 2024 and June 2025; and (4) provide sufficient methodological detail to assess study quality. Exclusion criteria eliminated studies that: (1) focused exclusively on non-dental medical examinations; (2) were not in English; (3) lacked clear performance metrics or qualitative findings; (4) were unpublished or inaccessible; or (5) neither evaluated LLMs on dental board examinations nor on comprehensive academic dental assessments.

Data collection extracted performance metrics (accuracy, reliability, comprehensiveness) and qualitative insights (e.g., reasoning quality, limitations in handling complex questions) from selected studies. Accuracy was measured as the percentage of correct answers, reliability as response consistency across trials, and comprehensiveness as the completeness and relevance of responses. Qualitative data focused on LLMs’ ability to address complex or ambiguous questions and their limitations in clinical reasoning.

**Results**:

Sixty-six articles were initially identified from various databases. After removing 23 duplicate articles, 43 unique articles remained and were screened by title and abstract. Of these, 26 were excluded, leaving 17 full-text articles to be assessed for eligibility. Ultimately, 5 full-text articles were excluded because they either didn't focus on formal or academic dental examinations or lacked clear performance metrics or qualitative findings, resulting in a final total of 12 studies included in the analysis (Table 1).

Jaworski et al. in 2024 found that ChatGPT-4o accurately answered multiple-choice questions, including clinical case-based and factual questions, in a study involving 199 participants (17). Similarly, Kinikoglu in 2025 reported that ChatGPT-4o, ChatGPT-o1, Gemini 1.5 Pro, and Gemini 2.0 Advanced performed reliably on multiple-choice questions covering basic and clinical sciences with 238 participants (18).

Hu et al. in 2024 observed that ChatGPT 3.5, ChatGPT-40, and New Bing effectively handled multiple-choice questions across various dental subjects in a study of 324 examinees (19). Expanding on this, Uehara et al. in 2025 noted that ChatGPT-3.5 and ChatGPT-4o achieved consistent performance on text-based multiple-choice questions in dental subjects, testing 1,399 participants (20). Similarly, Kuroda et al. in 2024 evaluated ChatGPT-4o, Claude 3 Opus, and Gemini 1.0, finding strong performance on multiple-choice questions in physiology, anesthesia, and other subgroups with 295 participants (21).

Further reinforcing these findings, Sismanoglu and Capan in 2025 reported that ChatGPT-40 and Gemini Advanced successfully answered multiple-choice questions in basic and clinical sciences for 240 participants (22). Beyond traditional formats, Xiong et al. in 2025 found that ChatGPT-4o, Doubao-pro 32k, Qwen2-72b, and ChatGLM-4 performed well on Likert-scale questions with single correct answers in a study of 200 participants (23). Additionally,  Kim et al. in 2025 observed that ChatGPT-3.5, ChatGPT-40, and Claude 3 Opus demonstrated high accuracy on multiple-choice questions across various dental subjects, involving 1,777 test cases (24).

Specialized applications were also explored, such as Sabri et al. in 2025,  who focused on periodontology, finding that ChatGPT-3.5, ChatGPT-40, and Google Gemini provided reliable responses to multiple-choice questions for 1,312 participants (25). Broadening the scope, Lin et al. in 2025 reported that ChatGPT-3.5, Claude 2, and Gemini excelled in multiple-choice questions covering basic and clinical dentistry with 2,699 examinees (26).

Supporting these results, Temiz and Güzel in 2025 noted that ChatGPT-4o achieved high accuracy on multiple-choice questions in basic and clinical sciences for 720 participants (27). Finally, Wójcik et al in 2024 found that ChatGPT-4o, Gemini, and Claude performed consistently on multiple-choice questions across various dental subjects with 198 participants (28).

**Discussion**:

This narrative review synthesizes findings from 12 studies evaluating LLMs on dental board and academic examinations, organizing insights into three key themes: performance on standardized dental examinations, effectiveness in specialized dental fields, and comparative model performance. By comparing similarities and divergences across studies, this discussion highlights LLMs’ potential as educational tools in dentistry while noting common limitations, such as reliance on text-based multiple-choice questions and limited testing of clinical reasoning, to provide a balanced perspective.

Several studies assessed LLMs on standardized dental licensing and academic examinations, demonstrating their potential as study aids. Kinikoglu in 2025 evaluated ChatGPT-4o, ChatGPT-o1, Gemini 1.5 Pro, and Gemini 2.0 Advanced on 238 multiple-choice questions from the Turkish Dental Specialization Exam, finding ChatGPT-o1 achieved 97.46% accuracy, surpassing ChatGPT-4o’s 88.66% (18). Uehara et al. in 2024 tested ChatGPT-3.5 and ChatGPT-4o on 1,399 multiple-choice questions from the Japanese National Dental Examination, with ChatGPT-4o reaching 84.63% accuracy compared to ChatGPT-3.5’s 45.46% (20). Sismanoglu and Capan in 2025 (22) and Temiz and Güzel in 2025 (27) examined ChatGPT-4o and Gemini Advanced on Turkish DUS exams, reporting ChatGPT-4o’s accuracy at 80.50%-83.30%, often outperforming human benchmarks) . Kim et al. in 2025 found Claude 3 Opus achieved 85.40% of human performance on 1,777 multiple-choice questions from the Korean Dental Licensing Examination (24). Jaworski et al. in 2024 tested ChatGPT-4o on 199 multiple-choice questions from the Polish Final Dentistry Examination, finding 70.85% overall accuracy but only 36.36% on clinical case-based questions compared to 72.87% on factual ones. These studies show that newer LLMs, like ChatGPT-4o and Claude 3 Opus, consistently excel in standardized multiple-choice exams, particularly in factual questions, suggesting their utility for exam preparation. However, a common limitation is the small question sample in some studies (17, 18), which may limit generalizability to broader examination contexts.

Studies focusing on specialized dental domains revealed LLMs’ strengths in fact-based questions but challenges in clinical reasoning. Sabri et al. in 2024 evaluated ChatGPT-3.5, GPT-4, and Google Gemini on 1,312 periodontology multiple-choice questions, with GPT-4 achieving 78.80%-80.98% accuracy, surpassing human performance (25). Kuroda et al. in 2024 assessed ChatGPT-4o, Claude 3 Opus, and Gemini 1.0 on 295 multiple-choice questions from the Japanese Dental Society of Anesthesiology Board Certification Exam, noting ChatGPT-4o’s moderate 51.20% accuracy (21). These mixed results suggest that while LLMs can effectively handle certain knowledge-based tasks in dentistry, they still struggle with the nuanced problem-solving required for complex clinical scenarios. Further research is needed to understand the specific limitations of these models and develop strategies to improve their performance in areas requiring critical thinking and clinical judgment.

Studies comparing multiple LLMs revealed variations in model effectiveness. Hu et al. in 2024 tested ChatGPT, GPT-4, and New Bing on 324 multiple-choice questions from the Chinese National Dental Licensing Examination, with New Bing achieving 72.50% accuracy, surpassing GPT-4’s 63.00% and ChatGPT’s 42.60% (19). Xiong et al. in 2025 evaluated GPT-4, Doubao-pro 32k, Qwen2-72b, and ChatGLM-4 on 200 questions from the Chinese Dental Licensing Examination, with Doubao-pro 32k leading at 81.00% accuracy. Lin et al. in 2025 found Claude 2 outperformed ChatGPT-3.5 and Gemini on 2,699 multiple-choice questions from Taiwan’s dental licensing exams, achieving 54.89% accuracy (23). Wójcik et al. in 2025 noted Claude outperformed ChatGPT-4o and Gemini in most areas except prosthodontics on 198 multiple-choice questions from the Polish LDEK (28). These studies suggest that while ChatGPT variants are widely used, alternative models like Claude, New Bing, and Doubao-pro 32k can outperform in specific contexts, possibly due to specialized training. A common limitation is the inconsistent performance on ambiguous or adversarial questions, indicating a need for further model refinement.

Across the 12 studies reviewed, common limitations in evaluating LLMs on dental board and academic examinations include a heavy reliance on multiple-choice questions, which primarily assess factual recall rather than clinical reasoning or practical skills. Most studies focused on text-based formats, with limited exploration of visual or case-based scenarios critical to dental practice, such as image interpretation or hands-on procedural assessments. Additionally, small sample sizes in some studies restrict generalizability. Specific gaps include insufficient evaluation of LLMs in dental specialties like prosthodontics, orthodontics, or oral surgery, where complex decision-making is essential. There is also a lack of standardized question formats beyond multiple-choice, such as open-ended or interactive case studies, and limited testing in multilingual or culturally diverse contexts. Further research is needed to develop diverse assessment formats, evaluate LLMs in underrepresented specialties, and create standardized evaluation frameworks to ensure clinical relevance and applicability.

**Conclusion**

This review demonstrates that advanced LLMs, such as ChatGPT-4o, Claude, and Doubao-pro 32k, show significant potential as educational tools in dental training, excelling in standardized assessments like multiple-choice and Likert-scale questions that evaluate factual knowledge and subjective opinions. They offer valuable support for exam preparation, particularly in resource-constrained settings, and show promise in specialized fields like periodontology. However, their limitations in clinical reasoning and reliance on text-based formats highlight gaps in addressing the practical and visual aspects of dentistry. Variability in study designs and inconsistent reporting further challenge their broader application. To guide future work, we recommend: (1) developing standardized question sets to ensure consistent evaluation across studies, (2) evaluating LLMs in real-world dental examinations to assess their practical applicability, and (3) integrating LLMs thoughtfully into curricula to balance technological benefits with the development of clinical competency.
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**Table 1. Main characteristics of selected studies**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Researchers (Year) | LLM Model(s) | Sample Size | Question's Type | Answer's Type |
| Jaworski et al. (2024) (17) | ChatGPT-4o | 199 | Multiple-choice (clinical case-based and factual) | Single correct answer |
| Kinikoglu (2025) (18) | ChatGPT-4o;ChatGPT-o1;Gemini 1.5 Pro;Gemini 2.0 Advanced | 238 | Multiple-choice (basic and clinical sciences) | Single correct answer |
| Hu et al. (2024) (19) | ChatGPT 3.5; ChatGPT-4o New Bing | 324 | Multiple-choice (various dental subjects) | Single correct answer |
| Uehara et al. (2025) (20) | ChatGPT-3.5;ChatGPT-4o | 1399 | Multiple-choice (text-based; various dental subjects) | Single correct answer |
| Kuroda et al. (2024) (21) | ChatGPT-4o;Claude 3 Opus;Gemini 1.0 | 295 | Multiple-choice (subgroups: physiology; anesthesia; etc.) | Single correct answer |
| Sismanoglu and Capan (2025)(22) | ChatGPT-4o;Gemini Advanced | 240 | Multiple-choice (basic and clinical sciences) | Single correct answer |
| Xiong et al. (2025)(23) | ChatGPT-4o;Doubao-pro 32k;Qwen2-72b;ChatGLM-4 | 200 | Likert-scale questions | Single correct answer |
| Kim et al. (2025)(24) | ChatGPT-3.5;GPT-4;Claude3-Opus | 1777 | Multiple-choice (various dental subjects) | Single correct answer |
| Sabri et al. (2025)(25) | ChatGPT-3.5;GPT-4;Google Gemini | 1312 | Multiple-choice (periodontology) | Single correct answer |
| Lin et al. (2025)(26) | ChatGPT-3.5;Claude2;Gemini | 2699 | Multiple-choice (basic and clinical dentistry) | Single correct answer |
| Temiz and Güzel (2025)(27) | ChatGPT-4o | 720 | Multiple-choice (basic and clinical sciences) | Single correct answer |
| Wójcik et al. (2024) (28) | ChatGPT-4o;Gemini;Claude | 198 | Multiple-choice (various dental subjects) | Single correct answer |
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**Figure 1. Literature selection flowchart**